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Abstract—In this paper, we propose a new memory error
correction scheme, Polymorphic ECC, based on a novel idea of
redundancy polymorphism for error correction. With redundancy
polymorphism, we can use the check bits, i.e., parity bits in
traditional ECC, to correct errors from different fault models.
For example, the error correction procedure will use the same
redundancy value for single-bit errors, double-bit errors, Chip-
Kill, and others. As a result, Polymorphic ECC corrects more
errors than traditional codes, which typically target a single fault
model or require multiple redundancies for multi-fault model
support, leading to higher storage overheads. Our construction
is very compact, allowing us to embed an inlined cryptographic
message authentication code (MAC) with each cacheline, ensuring
data integrity and near 100% error detection without needing
any extra storage. The MAC, further permits iterative correction
among the many supported fault models. In the paper, we show
that the novel combination of redundancy polymorphism with
iterative correction, corrects errors due to fault models not
covered by traditional codes and guarantees data integrity with
up to 60-bit MACs while using 64-byte cachelines and standard
40-bit DDR5 memory channels.

Index Terms—Memory Error Correction, Security, Reliability,
Polymorphism.

I. INTRODUCTION

Today, Error Correction Codes (ECC) are critical for offer-
ing acceptable levels of system reliability. Their effectiveness,
however, is increasingly challenged by emerging security
threats [14] and modern defense mechanisms [74]. Specifi-
cally, rowhammer faults [64], [71] and extremely tight design
margins exacerbate the reliability concerns of modern memory
systems. At the same time, new security defenses, such as
memory encryption [4], [11], [40], further strain program
reliability since faults that escape traditional ECC mechanisms
result in errors that diffuse and propagate more widely. Thus,
in this paper, we present a novel ECC mechanism designed
to address the dual challenges of ensuring both the reliability
and security of modern memory systems.

We describe a novel error correction scheme, Polymorphic
ECC, which significantly enhances error detection and cor-
rection capabilities compared to current state-of-the-art codes
while staying within the bits budgeted to support traditional
ECC. Because of how it is constructed, Polymorphic ECC
permits at least a 40-bit MAC to be stored with each 64-
byte cache line to detect any pattern of bit corrections with
a probability of 1 − 2−40 with no additional area overhead.
Further, Polymorphic ECC also permits storing 11 redundancy
bits per 64 data bits, allowing it to correct any single-bit
error, two random bit errors, eight-bit errors within naturally
aligned eight-bit symbols, and more, again, at the cost of no

additional storage. In contrast, a state-of-the-art Reed-Solomon
code, for the same storage budget as Polymorphic ECC, can
only correct symbol-aligned errors [61], with a ∼7% chance of
miscorrecting other corruptions. This limitation becomes even
more pronounced when ECC bits used for traditional error
correction mechanisms are shared for security features such
as memory safety tags [58], [74], further reducing the efficacy
of conventional codes [51].

Traditional constructions of ECC have redundancy infor-
mation crafted (mathematically) to work with only one fault
model. However, our construction uses residue codes, where
the redundancy information is the remainder (residue) left over
after dividing the data word by a known constant [26]. With
this approach, we gain two advantages on parity-based codes.
First, we gain redundancy polymorphism, i.e., the ability to
map the same residue value to errors due to multiple fault
models. Second, as we discovered, the cardinality of those
mappings is much smaller than that of those made with
traditional parity, making the search space for errors much
smaller and error correction much faster.

For example, consider a 32-bit word protected by 4-bit
parity, where one bit protects 8 bits of data, i.e., the first parity
bit protects bits 0 to 7, the second parity bit protects bits 8 to
15, etc. Suppose we know there was a two-bit error in the data,
and we need to correct it through search. When we recompute
the parity bits, we can have two outcomes: (1) two parity bits
do not match, which will indicate corrupted bytes, bounding
the search space to 64 error candidates, and (2) parity bits
match, which means that we have to try all possible 2-bit errors
that are in the same byte or 4 ×

(
8
2

)
= 112 error candidates.

In the same settings, Polymorphic ECC, as we show in the
paper, needs at most 18 and 10 error candidates, respectively,
resulting in a significant reduction of search space.

Conceptually, Polymorphic ECC works in two steps: (1)
error detection via MAC check and (2) error correction via
iterations. The error detection is done by comparing an inlined
MAC with a new one recomputed from the data, and if those
MACs do not match, we declare an error. In this case, we
begin the iterative correction process. First, we use codeword
residue to derive probable errors for the first fault model, say,
1-bit errors. Then, for each iteration, we use one of those
error candidates to correct the error, and the outcome of each
correction trial is verified by MAC check against inlined MAC.
Suppose none of the error candidates of the first fault model
corrected the error and passed MAC verification. In that case,
we try the second fault model, say random 2-bit errors; we
again use the same codeword residue as before to derive error



candidates for the 2-bit errors and use them for correction.
This iterative correction continues until MACs match for one
error candidate or exhaustion of fault models, in which case
we detect an uncorrectable error.

To better understand our solution, let’s walk through a
simple example. Imagine we are storing the number 100
in memory, and for error correction, we use a constant of
3. Under Polymorphic ECC, we store two key pieces of
information: a hash of the number 100 (let’s assume this is a
3-bit hash, and the result is 5) and the remainder (or residue)
when 100 is divided by 3, which is 1. Suppose a bit flip occurs,
and instead of 100, we read 101. When we recalculate the hash
of 101, we get a different value, say 6, detecting an error. To
correct the error, we compute a new residue value of 101
divided by 3, getting 2. Then, for each fault model, we select
error candidates that are mapped to a residue value of 2 and
use them for error correction. We continue this way until we
either correct the error or exhaust all possible fault models
we want to handle. The feature of redundancy polymorphism
enables the code to support multiple fault models with a small
number of redundancy bits.

To intuitively understand the benefits of such a code,
consider a memory under Rowhammer conditions. Here,
Rowhammer conditions could mean faults that are caused by
an attacker or unintended pathological conditions. A foolproof
approach to detect Rowhammer is storing a MAC of memory
at some granularity, such as cacheline, in a decoupled part of
the DRAM. This simple solution has some drawbacks. First,
this MAC is designed to be orthogonal to the error correction
code present in this system, which already provides some
— weak — detection capability. Thus, this solution makes
inefficient use of a resource that is already present. Second,
fetching the MAC requires another memory access, costing
bandwidth and energy. Third, storing the MAC increases the
memory footprint and execution time of the program, both
of which increase the vulnerability to benign faults. Finally,
the MAC-based solution does not offer any correction guaran-
tees, which may be necessary for high-availability systems.
Furthermore, the error patterns induced with unintentional
Rowhammer may not fit the traditional fault models designed
around random bit flips or typical failures like one chip of
a DIMM failing. In contrast, Polymorphic ECC circumvents
these drawbacks by storing the MAC inline and alongside
the data, reducing bandwidth and energy cost, working syner-
gistically with ECC residue bits to offer correction, which is
good for an unintentional Rowhammer, and finally, avoiding
storing additional metadata which further improves reliability
by reducing memory vulnerability.

Concretely, in this paper:
• We propose Polymorphic ECC, an ECC scheme that can

use a single set of ECC bits to correct errors due to
multiple fault models. Specifically, each error correction
attempt will be made by treating existing ECC bits as if
those were encoded according to a different fault model.
For example, Polymorphic ECC can use cacheline’s ECC
bits to correct any error due to random double-bit, double-
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Fig. 1: Top: DDR5 memory module with eight x4 DRAM de-
vices per 32-bit sub-channel. Bottom: DDR5 memory module
with two x4 devices for ECC storage and 40-bit sub-channels.

bounded, or single-device faults, providing better DDR5
reliability than industry-standard ChipKill.

• We show that Polymorphic ECC improves system se-
curity with support for long MACs. Since Polymorphic
ECC uses fewer ECC bits than other ChipKill schemes,
the freed space is reused to embed cryptographic MACs,
providing data integrity. Specifically, Polymorphic ECC
allows at least 42% longer MACs than Intel TDX [11].

• We show how increased fault coverage of Polymorphic
ECC improves system reliability against rowhammer.
Polymorphic ECC corrects rowhammer-induced errors
that are not correctable by Reed-Solomon or Unity ECC
schemes. Thus, a system with Polymorphic ECC spends
more time doing useful work than restarting due to
uncorrectable errors.

II. BACKGROUND

This section provides a brief background information rele-
vant to this work.

A. Modern Main Memory Organization

The latest generation of DRAM, DDR5, was introduced in
2022 and uses 64-bit-wide memory modules with two 32-bit
memory sub-channels [34]. As a result, to provide cacheline
worth of data, i.e., 512 bits assuming 64 byte cachelines, each
sub-channel performs 16 data transfers: 16 × 32 = 512, and
the IO width of DRAM chips determines the total number
of devices on a memory module. For example, with 4-bit-
wide DDR5 DRAM chips (often called x4 DRAMs), each
memory sub-channel will have eight devices, to a total of 16
per module, as shown in the top of Figure 1. For the server-
class systems, memory modules come with additional DRAM
chips to enable fast access to ECC check bits, i.e., redundancy
bits, as shown at the bottom of Figure 1, resulting in a wider
40-bit interface.

B. Fault Models and Error Correction

DRAM Fault Models. In the context of memory error cor-
rection, fault models capture how various physical failures
within DRAM devices affect stored data, e.g., a stuck-at-1
bit on DRAM IO or in the storage array. Both can manifest
as single-bit errors but require separate fault models, as failed
IO can corrupt the data on each memory read/write, while a
failed array bit affects only one word. Another example is a
complete device failure fault model that can result in all the
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Fig. 2: Example of SSC configuration vs. symbol size for
memory with x4 DRAMs: (a) 4-bit symbols, (b) 8-bit symbols,
and (c) coverage of single-bit errors by codewords with 4-bit
(left) and 8-bit symbols (right), where 8-bit configuration re-
sults in double-symbol uncorrectable error vs. two codewords
with 4-bit symbols with correctable single symbol errors.

data read from the device being incorrect. This fault model is
used to design the Single DRAM Device Correct (SDDC) error
correction codes, colloquially referred to as ChipKill codes,
which are standard in server-class CPUs today.
ECC Design Considerations. The commonly used codes to
provide ChipKill guarantees are symbol-based codes, which
map data read from every DRAM chip into distinct symbols.
With enough redundancy, those codes can correct several
symbols with errors, e.g., code that corrects only one symbol
is called a Single Symbol Correcting (SSC) code.

To illustrate the design space of symbol size, device width,
and error coverage for SSC-class code, we will use the
illustration in Figure 2 that shows how data transmitted via
memory interface across multiple beats is grouped into sym-
bols, and how those symbols are mapped to DRAMs. We see
in Figure 2(a) that for the SSC code, the size of the symbol has
to be at least the width of the DRAM device; otherwise, upon
device failure, more than one symbol will be corrupted, and
the code won’t correct the error. On the other hand, Figure 2(b)
shows how the symbol size can be a multiple of the device
width, which results in one symbol containing the data across
multiple beats, e.g., an 8-bit symbol stores two beats worth
of data from a x4 DRAM chip. In the worst-case scenario of
chip failure, both configurations guarantee data recovery and
result in SDDC code.

However, if we want our ECC scheme to tolerate single-
bit errors on every memory read as well, which are more
common than complete device failures, the configuration from
Figures 2(a) and (b) perform differently. Figure 2(c) shows
the case of two single-bit errors that happen in the first and
the second beat. In this case, the code with 4-bit symbols will
correct both errors as they are detected as single-symbol errors
in different codewords. However, the code with 8-bit symbols
will detect a two-symbol error, which is beyond the correction
abilities of SSC code. Thus, while both codes handle the worst-
case scenario equally well, the performance of the first code in

the common case is better. To put it in the context of modern
systems, AMD uses code design with 8-bit symbols written
across two beats into x4 devices [1] as opposed to Intel’s
SDDC, which uses 16-bit symbols [69].
MUSE ECC. In our work, we build upon the ideas of MUSE
ECC [51], which provides SDDC guarantees. As shown in
Eq. 1, MUSE ECC’s codewords, C, are constructed by multi-
plying the data, D, with a constant integer multiplier M that
is selected using a search procedure that maps remainders
for each error pattern of interest. When the codeword C is
read from memory, it is checked modM , and if the resulting
remainder R is not zero, the error is detected. To correct the
errors, MUSE ECC checks a pre-existing map, MAP , of all
the errors and their remainders for an error E matching the
remainder R and uses it to correct the error.

C = D ×M
R = C modM

Dcorrected = (C −MAP (R))/M

(1)

To generate the MAP , MUSE ECC represents bit-flip as an
integer power-of-two, i.e., flipped bit bi has value 2i. Thus,
MUSE differentiates between 0→1 and 1→0 bit flips as those
have different error integers, i.e., 2i and −2i, respectively.
Similarly, symbol errors are sums of power-of-two integers
aligned to specific symbol boundaries. For example, if the
value of the third symbol in the codeword with 8-bit symbols
increases by 3, its error integer is (21 + 20) << 16.

To correct errors, MUSE ECC picks a multiplier M so that
all the errors in the fault model have a unique remainder,
and this error-remainder mapping is used for error correction.
With this construction, MUSE ECC uses fewer bits of storage
than similarly configured Reed-Solomon (RS) codes. However,
unlike RS codes, MUSE ECC is limited to 4-bit symbols
because 8-bit or 16-bit symbols need multipliers that need
more storage than common ECC budgets of 12.5% [33] and
25% [34]. Moreover, because MUSE ECC uses 4-bit symbols,
it needs to use two memory channels, e.g., 80-bit vs. 40-bit
with DDR5 memory, potentially reducing memory parallelism.
In Section V, we describe how Polymorphic ECC addresses
those limitations of MUSE ECC. Namely, SDDC Polymorphic
ECC has no lookup tables, allows for 8-bit and 16-bit symbols,
and works with standard 40-bit memory channels.

C. Memory Encryption

Memory Encryption has become a standard for many
enterprise use cases such as medical records or financial
transactions. Encrypting the data makes it look like a collection
of random bits with no discernible patterns. This property
is called diffusion [65], and its main function is to hide
correlations between the original data and the ciphertext. To
encrypt the data, (symmetric) encryption algorithms, substitute
and permute the data based on a (secret) key and the process
can be reversed during decryption. Due to bit diffusion, a
single bit flip in the encrypted text can change the decrypted
text significantly, often flipping about half of the bits. Today,
memory encryption is used to guarantee data confidentiality



TABLE II: Misdetection Rates (%) for Out-of-Model Errors

Code Number or Errors† Average2 3 4 5 6 7 8
Hamming(72,64) 0 75.9 0 67.9 0 62.5 0 29.5
Reed-Solomon 6.3 7.0 7.0 7.0 7.0 7.0 6.9 6.9
† bits for Hamming code, bytes w/ bit flips for Reed-Solomon

[4], [52] or ensure isolation of virtual machines in cloud
settings [11], [40], and is based on the AES cipher [19].

III. MOTIVATION

In this section, we introduce the notion of Out-of-Model
Faults and show how they affect system reliability once the
memory or computation is encrypted.

A. Out-of-Model Faults

Since a more robust ECC requires more storage for redun-
dancy, ECC are designed for the most common faults. We refer
to the faults that generate errors covered by the ECC as In-
Model Faults and those whose errors are not covered as Out-
of-Model Faults. For example, for the single error correcting
and double error detecting (SEC-DED) ECC, the single and
double-bit errors are In-Model, while triple-bit errors are Out-
of-Model because the SEC-DED ECC cannot consistently
correct those errors [29].

To illustrate this point, we profile ECC schemes and show
how some Out-of-Model Faults are detected as either In-
Model Faults or Out-of-Model Faults. Table II summarizes the
profiling results for Hamming SEC-DED and Reed-Solomon
ChipKill codes configured as in Figure 2(b). For Hamming
code, 75.9% of triple-bit errors will be misdetected as single-
bit errors and miscorrected into four-bit errors. Reed-Solomon
code misdetects about 6.3% of double-chip errors as single-
chip errors. Those results are similar to rates measured by
Cojocar et al. in Intel and AMD CPUs [14]. Errors that are
not miscorrected, e.g., 26.9% of triple-bit errors for Hamming
code, will be classified as detectable uncorrectable errors.
Thus, ECC schemes may misclassify the errors caused by the
Out-of-Model Faults on a case-by-case basis, leading to a lack
of consistency in their treatment. We discuss the difficulties
with the estimation of Out-of-Model Faults in Section VII-A.

B. Reliability Impact of Out-of-Model Faults

To illustrate how Out-of-Model Faults affect the reliability
of applications, we conduct a series of fault injections of
Out-of-Model Faults into the general purpose (SPEC’17) and
inference (image classification) workloads. We describe the
fault injection setup and the methodology in Section VII-B.
Encryption-amplified Errors. These errors happen in sys-
tems with encrypted memory. In those systems, the data is
first encrypted into ciphertext, then the ECC is applied, and
ciphertext is written to memory. When the ciphertext is read
back, first, the ECC is checked, and then the data is decrypted.
At first glance, it might appear that memory encryption is
completely orthogonal to ECC, and the addition of memory

128b data
... ...

ECC: ERROR
CORRECTOR

ECC: ERROR
CORRECTOR

Unencrypted

(a)

64-bit word
consumed by load

... ... ...

...............

DECRYPTION

16b ECC

Encrypted 64-bit word
consumed by load

(b) (c)

3 bits are flipped

Fig. 3: The lower pane of the figure shows how the bit
diffusion of encryption algorithms affects the magnitude of the
miscorrected errors compared to memory without encryption.
If corrupted with a 3-bit error (a), a data word with ECC might
be miscorrected by the ECC (b) and amplified by encryption
into an error of higher magnitude (c) due to bit diffusion.

encryption into a system with ECC does not affect reliability:
the ability of an error correction code to correct errors is inde-
pendent of whether the data is encrypted or not. However, the
orthogonality breaks once we consider Out-of-Model Faults.
The ECC often miscorrects errors due to those faults, leaving
the ciphertext corrupted before decryption, whose bit diffusion
property will amplify the corruption in the plaintext data. For
instance, some 3-bit errors in a 16-byte block with RS will
be miscorrected and later amplified by AES into 64-bit errors,
as shown in Figure 3. Thus, systems with memory encryption
may experience degradation of reliability guarantees.

General Purpose Workloads. Figure 4 shows the results
of the fault injection campaign on the SPEC’17 workloads
categorized into Crashed (gray), Hang (orange), Silent Data
Corruption (SDC, red), or No Effect (green) with encrypted
(E) and not encrypted (NE) memory. We see from the results
that with memory encryption (E) for some programs, SDC
rates increase dramatically, e.g., bwaves with 6.92×, roms
with 3.63×. No application showed reduction in SDC with
encrypted memory. Hangs, on the other hand, are program
dependent – roms has about 45% fewer Hangs with encrypted
memory, while bwaves has about 30% more. These results
show that adding encryption could cause significant degrada-
tion of reliability (SDC) and availability (Hangs) guarantees,
highlighting the need for security-reliability co-design of the
new generation of reliability features for secure processors.

ML Inference. The histograms in Figure 5 show the results
of fault injection into the inference workloads with encrypted
memory (a) and fully homomorphic encryption (b). Both
figures show the average Top-1 inference accuracy changes
due to Out-of-Model faults. We can see from the figures that
fewer inferences remain accurate as a result of encryption-
amplified errors. For example, Figure 5(a) shows that due
to encryption, the share of inaccurate inferences increases
(blue bars). Only 1079 injections have near baseline accuracy
compared to 1286 without memory encryption, a decrease of
16%. Moreover, with encrypted memory, the number of failed
inferences increased from 196 to 234 (+19%). Similar results
are observed for inference with homomorphic encryption:
18.5% of inferences experience more than a 10% drop in
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accuracy. Given the nature of applications first to use FHE,
e.g., inference on healthcare data, inaccurate data classification
can pose a high risk to the well-being of patients and the
quality of medical treatment, stressing the need for error
mitigation techniques expanded to FHE systems as well.
Summary. To summarize, introducing encryption techniques
can degrade a system’s reliability guarantees due to the dis-
astrous combination of miscorrected errors and diffusion of
bits. Given current adoption trends of systems with encrypted
memory and confidential computing [11], [25], Out-of-Model
Faults pose a serious concern that needs to be addressed.

IV. OUR SOLUTION FOR MULTI-FAULT-MODEL SUPPORT

Our goal in this work is to reduce the number of errors
due to Out-of-Model Faults, and we achieve that by security-
reliability co-design. We observe a strong demand for private
and secure computing that has begun being addressed by the
industry, e.g., Intel SGX [52] and TDX [11], which provide
cacheline data integrity guarantees via cryptographic MACs.
From the memory reliability point of view, n-bit MACs
provide us with near-perfect error detection probability of
1−2−n, which is far superior to standard ChipKill-level ECC.

Given near-perfect error detection, one solution for strong
error correction is to iteratively try and fix all the errors until

one of the fixes results in a MAC match. Variations of this
approach were taken by a number of prior works [20], [31],
[38], [62], [70]. However, the error search space is very large;
thus, either the correction time will be prohibitively long [38],
or the search space has to be limited to something reasonable
such as SDDC [20], [31], [62], [70], which fails to meet
our initial goal of covering more errors due to Out-of-Model
faults. An alternate approach could be to use clever codeword
organization [36], [42], [72], but those either leave no space
for security metadata such as MACs or fail to cover some
errors due to the symbol alignment limitations (Section II-B).
An alternative to both of those could be using multiple ECCs
simultaneously, i.e., one per fault model, which will lead to
storage overheads beyond the 25% provided by the DDR5
standard. Hence, we face an interesting challenge: How can
we design a multi-fault-model ECC without prohibitive storage
or runtime overheads?

In this work, we address this problem with security-
reliability co-design and develop a novel memory error cor-
rection scheme. Our approach, Polymorphic ECC, uses secure
keyed MACs for error detection and iterative error correction
to correct errors due to various fault models. Polymorphic
ECC poses no restriction on the MAC itself, and thus, any
MAC satisfying the security constraints of the system can be
used, preferably with high resistance to collisions, to improve
error detection capabilities. As a result, with Polymorphic
ECC, fewer errors are categorized due to Out-of-Model Faults,
improving system reliability guarantees.

V. DESIGN OF POLYMORPHIC ECC

In this section, we describe the construction of Polymorphic
ECC for DDR5 memories and how remainder polymorphism
allows for wider symbols and correction of errors due to
different fault models.

A. Polymorphic ECC overview

The core of Polymorphic ECC is strong error detection via
MAC per cacheline. There are two possibilities to protect data
with MAC and ECC: (1) ECC bits derived from data, both pro-
tected by the MAC, and (2) first, the MAC is computed from
the data, and then ECC protects both. The downside of the first
approach is that errors in MAC are not correctable, resulting
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in high rates of detectable but uncorrectable errors. With the
second approach, the bits of MAC are equally distributed
among the codewords and protected by ECC along with data,
as shown in Figure 6(a), converting previously uncorrectable
errors into correctable ones. Figure 6(b) shows an example of
Polymorphic ECC configured with 8-bit symbols, where each
codeword stores 64-bit data and 16 bits of MAC and ECC,
and the multiplier value determines how many of the available
16 bits are ECC bits. For example, the smallest multiplier
with 8-bit symbols is 511, leaving 56 bits per cacheline
for MAC. Next, we describe code construction, the error
correction process, and an optimized version of remainder-
to-error mapping.

B. Code Construction and Remainder Aliasing

Multiplier Search Procedure. A pseudocode implementation
outlined in Algorithm 1 checks if a multiplier M can define
an instance of Polymorphic ECC with N symbols of S bits
each. If the multiplier defines a code, the algorithm will also
compute the aliasing degrees for each remainder. For each
symbol in the codeword, the code computes its bit offset in
the codeword (line 2) and then computes a list of integer
values for all the errors of that symbol (lines 3-4). Then,
for each of the error integers, their remainder modulo M
is computed (lines 5-7) and adds the result to the set of all
symbol remainders, REMS (line 8). We compute the remainder
for positive and negative error integers to account for both
directions of bit flips (see Section II-B) and update the counts
for their aliasing degrees (line 9). We terminate the check early
if we do not have enough unique remainders to cover all errors
in symbol (line 10). Otherwise, we continue until all symbols
are checked (line 12). We return True and the histogram of
aliasing degrees for a multiplier that has enough remainders
in each symbol. For example, multiplier M = 511 has enough
remainders to define a 10-symbol code with 8-bit symbols.
Remainder Aliasing and Error Candidates. As we see
from the pseudocode, unlike MUSE ECC, which relies on
remainder uniqueness, Polymorphic ECC allows remainder
aliasing between error integers in different symbols because
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Fig. 7: The trade-off between multiplier size, average min/max
aliasing degree per multiplier, and MAC size (8-bit symbols).

the remainder value is not used to localize the error. Thus, in
Polymorphic ECC, one remainder can correspond to several
error integers in different symbols, and we call this num-
ber remainder’s aliasing degree. For example, for multiplier
M = 511, the remainder R = 1 has aliasing degree of ten
and is mapped to error integers: 1, 512, 1023, etc.

Furthermore, we make several important observations. First,
with remainder aliasing, we need smaller multipliers than
MUSE ECC to define a code because we don’t have to
have a one-to-one mapping between all the errors in the
codeword, only within one symbol. Thus, Polymorphic ECC
is more storage efficient than MUSE ECC. For example,
M = 511 provides SDDC guarantees and uses only nine bits
of redundancy compared to the 12 bits needed by MUSE ECC.
Second, due to aliasing and storage efficiency, Polymorphic
ECC works with 8-bit and 16-bit symbols and standard 40-
bit memory channels, an impossible task for MUSE ECC.
Third, unlike MUSE ECC, where errors with remainder of
zero would be misdetected, Polymorphic ECC relies on MAC
for error detection, and thus can detect and correct such errors.
Finally, the aliasing degree of a multiplier determines how
many error candidates we have to try in the worst case to
correct an error. Thus, by choosing a smaller multiplier value,
i.e., a bigger aliasing degree, we make correction times longer
but gain more space for the MAC, as we can see from Figure 7,
which shows how with smaller multipliers, the aliasing degree
and available space for MAC are increasing. The error-bars
indicate, that some multipliers in the same bit-budget may have
dramatically different aliasing degree. In Section VIII-A we
show multiple variants of Polymorphic ECC differing in their
MAC size as an example of this trade-off, while in the next
section, we explain how Polymorphic ECC corrects errors.

C. Multi-Fault Model Error Correction

The error correction of Polymorphic ECC is based on the
concepts of remainder polymorphism and iterative correction.
Remainder Polymorphism. The key feature of Polymorphic
ECC is remainder polymorphism, i.e., its ability to interpret
each remainder in different fault models. In practice, once
the error is detected and its remainder is computed, we use
the remainder’s value to compute remainder-error mappings
of each supported fault model to derive error candidates for
correction. For example, the remainder of 86 can correspond
to either a single bit flip in the second symbol or a four-bit
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error in the first: 4096 mod 2005 = 86 mod 2005 = 86
(86 = 0101 01102). As a result, we use single redundancy
budget to cover many fault models that typically require more
than one code, e.g., we can provide SSC, Double-error, and
double Bounded-Fault correction in one code.
Iterative Error Correction. Figure 8 shows the process of
error correction with Polymorphic ECC. First, the cacheline
with its redundancy is read from memory, and remainders
are computed for each codeword in the cacheline. If those
remainders are zero, then a new MAC is computed from the
data and verified against one stored in the cacheline. If they
match, we declare no error and continue (we discuss Update
ECC next). Otherwise, we start correcting by iterating through
possible error candidates in all supported fault models until
the error is corrected. Otherwise, an uncorrectable error is
reported. After each correction attempt, we use the data from
the corrected cacheline to compute a new MAC and compare
it against one stored in the cacheline. Thus, if the MAC in
the cacheline is corrupted by a correctable error, one of the
attempts will correct it, and it will match one computed from
the data. There is a small chance that one of the correction
attempts will lead to MAC collision and silent data corruption,
and we evaluate that chance in Section VIII-C.

Since MAC does not guarantee the integrity of ECC bits,
there may be a situation where data and the MAC match,
but ECC bits were miscorrected. The Update ECC step
mitigates this issue: if the last iteration corrected errors in
ECC bits, we compute new ECC bits from matching data and
MAC, compare them, and report to the memory controller if
a mismatch is detected. In our experiments, the rate of such
errors was extremely low: ≈ 3.7 in 1,000,000. Thus, since
those errors are consistently detectable and correctable, we do
not expect to see an impact on performance or reliability.

Let’s see the following example of iterative correction with
multiplier M = 2005 and 10-symbol codewords that store
(from the right, Figure 6(b)) 11-bit ECC, a 5-bit MAC slice,
and 64-bit data. Let’s assume that upon reading the cacheline,
one codeword’s remainder is R = 86, indicating an error.
With M = 2005, R = 86 has two error candidates: (86,

TABLE III: Remainder Aliasing Degree vs. Multiplier Value

Multiplier 511 2005

Aliasing Degree 10 1 2 3 4 5 6 7
Remainder Counts 510 368 520 528 328 130 22 2

Algorithm 1: Compute aliasing degrees.
input : Multiplier M, number of symbols N, symbol width S
output: True if M defines a code and its aliasing degrees
/* Initialize empty REMS and ALIAS_DEG */

1 for symb pos in 0..N-1 do
/* generate err_ints for symbol at symb_pos */

2 err_offset = symb_pos×2S
3 foreach err_int in 1..2S − 1 do

/* all symbol errors */

4 add (err_int<<err_offset) to AllErrInts
5 foreach err_int in AllErrInts do

/* Remainders for both errors */

6 remp = err_int mod M
7 remm = -err_int mod M
8 add remp and remm to set REMS
9 update counts for remp and remm in ALIAS DEG

10 if len(REMS) 6= 2× len(AllErrInts) then
/* terminate, not enough remainders for

correction within symbol */

11 return (False, ∅)
12 return (True, ALIAS_DEG)

symbol-0) and (16, symbol-1). Suppose the error is in symbol-
1, representing a bit flip in the MAC slice: error integer
err int = 16 << 8 =0x1000. Following the flow in
Figure 8, we use the first error candidate, i.e., (86, symbol-
0), to correct the error: C corr = C −Error(86, symbol-0)
After the correction, we compute a new MAC value, and
compare it against the one read from memory. Since the
MAC read from memory still has one bit flipped, with high
probability, we detect a MAC mismatch, discard the result
of the prior correction, and try the next error candidate:
C corr = C − Error(16, symbol-1). We check all the
remainders again, recompute the MAC, and compare it against
the one read from memory. Unlike the first time, the second
error candidate corrects the error in the MAC slice, and the
cacheline passes the MAC verification step. At this point we
recompute and compare ECC bits, signal to memory controller
if a mismatch is detected, and report a Correctable Error.
Correction Latency. Since the number of error candidates per
remainder is determined by the aliasing degree, the number of
iterations it takes to correct the error depends on the multiplier
value we chose. For example, Table III shows a histogram
of the remainder aliasing degree for two Polymorphic ECC
SDDC codes with multipliers 511 and 2005, having 56-bit
and 40-bit MACs, respectively. For example, with M = 511,
every remainder is aliased to 10 different errors, i.e., an error
per symbol. With M = 2005, on the other hand, the majority
of remainders have an aliasing degree of three, and only 2 are
mapped to seven symbols. Thus, since the errors are corrected
at cacheline granularity, in the worst-case scenario where each
codeword in the cacheline is corrupted, with M = 2005, only



78 corrections are required instead of 108 with M = 511
– an improvement of 17×! In the typical case, however, the
number of iterations is significantly lower – only 228. The
main reason for this reduction is that only a tiny minority
(2/1898 = 0.1%) of errors have an aliasing degree of seven,
and it is highly unlikely that errors in all the codewords in the
cacheline would map to a remainder with an aliasing degree of
seven (we evaluate error correction latency in Section VIII-C).
Thus, with Polymorphic ECC, error correction speed can be
traded off for stronger MACs at fine granularity, allowing
deployment-specific customizations.

D. Remainder-Error Mapping

The simple solution to determine error candidates per re-
mainder is to use lookup tables as in MUSE ECC. However,
we realize that we can minimize storage overheads by deriving
error value at runtime with the reverse relationship between
the errors and remainders:

err int = (R× Inv(2L)) modM (2)

where err int is the integer representation of error in a
symbol that starts at bit offset L (line 2 in Algorithm 1), and
Inv(2L) is the multiplicative inverse modulo M of the symbol
at bit L, i.e., (2L × Inv(2L)) mod M = 1. By construction,
err int has to fit into the symbol width. Otherwise, we know
that the symbol that starts at bit L has no error with remainder
R. For example, let’s solve this equation for symbol-1 and
symbol-2 and remainder R = 86 for M = 2005. With the
Inv(28) = 1026 and Inv(216) = 51, we get err int1 = 16 and
err int2 = 376. Since, err int2 does not fit into an 8-bit
symbol, we discard it, while keeping err int1 as it is a valid
error candidate for symbol-1. This way, for SDDC we do not
need to store the mapping of remainders to errors, as we can
derive those at runtime.

For the fault models with two corrupted symbols, e.g.,
double bounded fault, the naı̈ve approach of finding two
symbol errors that result in remainder R is computationally
expensive because it requires to solve a system of equations.
Thus, we store hints with locations of the errors and the error
value for one of them. Then, we can easily solve the following
equation to derive the error value for the first symbol:

err int1=(R−err int2×Inv(2L1 ))×Inv(2L1 ) mod M (3)

We discuss the format of the hints in Section VI-B and evaluate
storage overheads in Section VIII-D.

VI. MICROARCHITECTURE

A. System Integration

Figure 9(a) shows how Polymorphic ECC is integrated
within memory write and read paths in the system. On the
write path, first, the MAC is computed for each cacheline,
then the MAC is sliced, and each slice is embedded into one
codeword. Finally, an ECC is computed for both the MAC
slice and the data, attached to the codeword, and it is written
to memory. On the read path, the decoder (Figure 9(d)) for
each of the codewords computes both the remainder and its

error-candidate entry (Figure 9(b)-(c)). After the decoding,
CW_AGGRTR gathers all the codewords and recovers the em-
bedded MAC to compare it with one computed from the data.
If MACs match we output the data to the CPU. Otherwise,
we start iterative correction to correct errors in the cacheline
and its MAC. We check the result by comparing the MAC ex-
tracted from the corrected cacheline (CORRCTD_EMBD_MAC)
with one computed from corrected data (NEW_MAC). When
MACs match, we use the MATCH signal to stop the correction.
If MACs never match after all error candidates are tried, we
declare an uncorrectable error by setting DUE to true.

B. Error-Candidates Generation

Figure 9(b) shows how P_ENTRY stores the information
from the Error-Candidate Generator or ECG (Fig-
ure 9(c)) in the decoder (Figure 9(d)) about the remainder’s
error candidates. The ECG uses an ERR_INT_GEN unit per
symbol, i.e., implements Eq. 2, or, for the double symbol
fault models, each unit implements Eq. 3 by using hints, i.e.,
locations of faulty symbols and one error integer.

In general, P_ENTRY has a header and an aliasing degree
number of sub-entries, where the header specifies the number
of usable sub-entries as some remainders have no aliases. Each
P_ENTRY can be used for either single or double-symbol
fault models, and the main difference is in the information
stored in each sub-entry. For example, for the single symbol
model, each sub-entry stores the symbol’s position and error
integer, which the corrector uses to correct the error. For
the double symbol models, each sub-entry stores the location
of both faulty symbols and the err int of the first symbol
error (the second one is derived by Eq. 3). For example, for
DDR5 SDDC with 8-bit symbols, each sub-entry is 13 bits and
P_ENTRY itself is 81-bit long (header and six sub-entries).

C. Encoding and Decoding

The encoder (gray box in Figure 9(a)), decoder (Fig-
ure 9(d)), and the ECG (Figure 9(c)) use fast modulo circuits,
which we implemented following the methodology from the
original MUSE ECC paper [51]. Our decoder computes code-
word’s remainder and uses it to derive P_ENTRY with error
candidates (or load and derive for double-symbol faults). Since
the common case is no errors, the decoder passes the codeword
to the output with minimal delay. In contrast, the P_ENTRY’s
sub-entries are pruned and reordered by the PRUNER &
REORDERER circuit. This circuit outputs P_ENTRY but with-
out sub-entries, which, if used for correction, will cause an
overflow (or underflow in case of subtraction) in the symbol.
For example, if the stored error integer is “-10” and the
symbol value is “5”, the result of correction will be “-5”, an
underflow. An underflow (or overflow) happens due to aliasing,
and eliminating those entries speeds up error correction.

D. Iterative Error Correction

Figure 9(e) shows the Iterative Corrector’s microarchitec-
ture. The inputs are the STOP signal, the codewords, and their
P_ENTRYs. The outputs are LAST_ITERATION to signal no
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Algorithm 2: Counting For Iterative Correction
input : Counter Limits limits, Stop
output: Counters, Last_Iteration

1 Last_Iteration set to 0
2 while not Last_Iteration do
3 increment counter[0]
4 foreach counter[i], i in Counters do

/* Start from lowest counter: i is 0 */

5 if counter[i] == limits[i] then
6 counter[i] set to 0
7 if i is last then
8 set Last_Iteration to 1
9 else

10 increment counter[i+1]
11 yield Counters, Last_Iteration

more error candidates to try and data with MAC slices after
the correction attempt. The STOP signal stops the iterative cor-
rection signal once MACs match. The ITER_DRVR unit uses
the header fields of (already pruned and reordered) P_ENTRYs
to determine the number of error candidates per codeword. In
a nutshell, ITER_DRVR is a multidimensional counter where
the header field of P_ENTRY limits each dimension, and in
each clock cycle, only one counter value is incremented (see
Algorithm 2 for pseudocode implementation). These counter
values select error candidates per codeword for the correction.

Consider a toy example with two codewords, C1 and
C2, whose P_ENTRYs have headers with values 3 and 2.
During the correction, the ITER_DRVR will generate selector
counters as (1, 1), (2, 1), (3, 1), and (3, 2). For example, with
(1, 1), both codewords will use their first error candidates. If,
after the correction, MAC verification fails, ITER_DRVR will
select (1, 2), i.e., C1 will use its first error candidate, while
C2 will be corrected with the second. For each correction
attempt, we use the cacheline as it was read from memory.
The correction procedure repeats until the corrector tries all
covered fault models (LAST_ITERATION is raised) or MACs
match (indicated by STOP). When LAST_ITERATION is
raised, the DUE is set to report an uncorrectable error.

VII. EXPERIMENTAL METHODOLOGY

A. Estimation of the Out-of-Model Fault Rate

Unfortunately, there is little evidence of the actual Out-
of-Model Fault rates in real systems today. Most recent
studies (e.g., [8], [12], [67], [79]) use ECC and its logging
infrastructure in CPUs to measure the rates of correctable and
detectable errors, which by itself will distribute Out-of-Model
errors as either correctable or detectable and also will skew
the In-Model Fault rate [7]. To illustrate this point, let us
consider a simple example with Hamming SEC-DED ECC.
Say memory has 100 errors, with 80 single-bit, ten double-
bit, and ten triple-bit errors. Suppose we use the ECC to
classify those errors. In that case, by using miscorrection rates
from Table II, we will measure 87 single-bit and 13 double-
bit errors, completely ignoring the existence of triple-bit errors
and overcounting the single-bit error rate by almost 9%. While
some may argue that SEC-DED ECC is not designed to handle
triple-bit errors, using ECC logging undercounts Out-of-Model
Fault rates due to miscorrection as evidenced by the following
equations:

Nsingle error + 0.7×Ntriple error = 90

0.3×Ntriple error +Ndouble error = 10
(4)

As a result, since we have only two equations for three
variables, we cannot determine the real fault rate as there is an
infinite number of solutions that satisfy these equations. Thus,
in our evaluation, when comparing Polymorphic ECC with
other memory reliability schemes, we will compare SDC rates
per fault model for each scheme. Those result can be weigthed
to estimate code performance for specific fault distributions
and system’s operating settings to estimate overall reliability
guarantees with Polymorphic ECC.

For the comparison, we evaluated two classes of codes. First
is the SDDC RS code, miming those in commercial products
[21], [46], and second is Unity ECC [41], and Bamboo ECC
[42], which cover more fault models than SDDC RS. Unity
ECC extends SDDC RS code to cover double-bit errors, while
Bamboo ECC uses long (half cacheline and full cacheline



with 8-bit and 16-bit symbols, respectively) RS codewords
with symbols aligned to DRAM pins. To provide ChipKill
guarantees, Bamboo ECC corrects four symbol errors, i.e.,
symbol per pin of a failing DRAM device.

B. Fault Injection Methodology

To emulate miscorrected errors that propagated to the
memory state of the application, we use CRIU (Checkpoint
and Restore In Userspace) – a Linux utility that checkpoints
the program’s memory state to disk and restores it later for
execution. In a nutshell, we checkpoint a program at the
time tinj , randomly pick an injection address Ainj in the
checkpoint, and then resume execution, effectively modeling
a case of a program with corrupted memory.
Injection Times and Addresses We profile the programs to
ensure that injection times tinj are uniformly sampled and
cover the entire program’s lifetime. To inject the fault at
time tinj , we use the sleep utility to delay CRIU checkpoint
command by tinj . After the checkpoint, we uniformly pick a
random injection address Ainj in its address space. This way,
the injection time and address are randomly sampled from the
program’s memory state. We use the same checkpoint state,
tinj , and Ainj , for both encrypted and non-encrypted memory
models to guarantee that both experiments represent the effects
of the same fault in memory, with the only difference being
the amplification of the error by encryption, as described next.
Memory Errors Generation We profiled the RS code to
obtain errors that represent DRAM failures leading to miscor-
rection. For each injection, we randomly select one of these
errors, einj , and use it to corrupt the checkpoint at address
Ainj in both memory models. For the plaintext memory
model, we use the profiled errors as-is. For the encrypted
memory model, we create encryption-amplified errors: we
encrypt the cacheline at address Ainj with AES, corrupt the
ciphertext with einj , and then decrypt it. As a result, the
decrypted cacheline is corrupted with an encryption-amplified
error pattern. We write this cacheline back into the memory
image and resume execution. This process simulates how the
application’s memory state would be corrupted if it were
running on a system with memory encryption and experienced
a DRAM failure miscorrected by RS ECC.
Outcome Classification In line with prior work [39], we
assume that if the program’s execution is longer than 3× of
its remaining error-free execution time, it enters a bad state,
and we terminate it. We categorize injection outcomes into the
following categories:
• Hang – program execution is longer than 3× its normal

execution time after the injection.
• Crashed – segmentation fault during execution.
• Silent Data Corruption (SDC) – program finished in time,

but the output differs from the error-free execution.
• No Effect – program finished in time as in fault-free case.

C. Experimental Setup

Fault Injection. We use the methodology by Leveugle et al.
in [47] to get 95% confidence level with 2.1% error margin

with 2000 injections for each workload. To study general-
purpose workloads, we use SPEC-2017 CPU benchmark suite
updated to v1.1.9 compiled with g++ 11.3.0 with -O3 op-
timization level under Ubuntu 22.04 for aarch64. To reduce
execution times, we use train inputs for the benchmarks.
Inference We relied on ONNX Runtime C++ APIs and the
ONNX neural network model to study inference workloads.
We used the image classification Mobilenet v2 ONNX model
for the ML experiments with the ImageNet 2012 validation
dataset. We randomly sampled 2,500 images from the 50,000
available to keep runtimes reasonable. For the FHE experi-
ments, we relied on the HE-Man-Concrete Library [57], [77].
Given the long execution times of the FHE inference, we
used 100 images from the MNIST database of handwritten
digits and the classification ONNX model from the HE-Man-
Concrete GitHub repository.
Performance Analysis. To measure the impact of Polymor-
phic ECC’s hardware and its latency, we modified gem5 [9]
simulator, so that writes are delayed, emulating the addition
of encoders and MAC unit. Since Polymorphic ECC is a
systematic code, there is no delay on the read path. We used
SPEC’17 benchmarking suite, updated to the v1.1.9 [10],
compiled with GCC 9.4.0 and optimization level -O3 under
Ubuntu 20.04. We configure gem5 with 3.4GHz CPU, 64kB
K1, 256kB L2 for each core, 8MB of L3, and 32GB of RAM.
To get a conservative estimate on the performance impact, we
used TimingCPU, which models memory accesses in detail,
while executing instructions in one clock cycle. We executed
the benchmarks for 400M instructions with reference inputs.

VIII. EVALUATION

In this section we answer the following research questions:
A) How Polymorphic ECC can be configured?
B) What fault models Polymorphic ECC covers?
C) How fast Polymorphic ECC corrects errors?
D) What are the hardware and performance overheads of

Polymorphic ECC?
E) How does Polymorphic ECC corrects Rowhammer-

induced errors?

A. Polymorphic ECC Configurations for DDR5

Unlike MUSE ECC, which is limited to 4-bit symbols
and wide memory channels, Polymorphic ECC supports 8-bit
and 16-bit symbols, which alleviate the need for wide mem-
ory interfaces and reduce the overall power of the memory
subsystem. Table IV shows various DDR5-compliant variants
of Polymorphic ECC with their supported fault models. We
discuss the main differences between the configurations due
the symbol size and the multiplier value.
Symbol Size. Symbol size affects code configuration in two
ways: wider symbols increase codeword size, and require
larger multipliers. For example, when we increase symbols
size from 8-bit to 16-bit, the codeword length increases from
80 to 160 bits, taking twice as many beats to read or write
from memory. In addition, since wider symbols have more



TABLE IV: Aliasing Degrees or Fault Models

Symbol M Fault Model Aliasing Degrees MAC
Size Max AVG±STD bits

16b 131049 SSC 11 10± 0.04 60
DEC 3 1.14± 0.38

8b

511 SSC 10 10± 0 56

1021 SSC 10 5± 1.58 48
DEC† 18 11.27± 2.45

2005

SSC 7 2.69± 1.23

40DEC 12 5.75± 2.05
BF+BF 101 78.81± 6.50
ChipKill+1 436 355± 14.50

†: bold shows a new fault model enabled by a larger multiplier value.

possible errors, they need more remainders and thus larger
multiplier values. For example, with 16-bit symbols, we need
a multiplier of 131,049 compared to 1021 for 8-bit symbols
to support the same fault models.
Multiplier Values. The multiplier value directly affects what
fault models are supported by the code, average error correc-
tion latency, and length of the MAC. First, larger multipliers
have enough remainders for fault models with many errors,
e.g., ChipKill+1 has 183,600 errors compared to 2,550
of ChipKill. Second, for the same symbol size, larger
multiplier value has lower aliasing degree, which leads to
fewer iterations to correct an error. For example, for the SSC
fault model, the average number of iterations decreases from
570,421 for M = 511 to 6620 for M = 1021 and 228 for
M = 2005 (Section VIII-C for more details). Thus, for the
same redundancy budget it is preferable to use the largest
multiplier that satisfies all the constraints. In addition, some
multipliers do not map zero remainder to errors, which ensures
that in the common case of no errors no time is spent to correct
an error that may not exist. For example, both M = 2041 and
M = 2005 support DEC and BF+BF fault models. However,
with M = 2041 DEC and BF+BF have 2 and 102 errors
mapped to zero remainder, which is not the case with 2005.

However, some fault models have errors that map to zero
remainder, e.g., ChipKill+1 with 218 errors mapped to zero
remainder. To minimize the impact on performance of those
models in the common case, we propose to check against this
model last, and do so in two phases. First, we ignore the errors
that mapped to zero remainder. If the error persists after phase
one, we try again without excluding error that map to the
remainder of zero. This way, we exclude a very small number
of errors (218 out of 183,600), while minimizing the impact
on the common case.

Overall, Polymorphic ECC’s family of codes is flexible,
works with several symbol sizes, and may be adapted to other
memory technologies like HBM3 [35]. However, since the
interfaces and fault models of HBM3 differ from DDR5, a
detailed study is required to assess necessary tradeoffs.

B. Fault Coverage with Polymorphic ECC

Table V compares the error correction performance of
Polymorphic ECC and other codes across various fault models:
ChipKill – corrupts every codeword at the same symbol

with random error, SSC – random symbol error in every
codeword, DEC – two random single-bit errors in a codeword,
BF+BF – aligned double bounded fault per codeword, and
ChipKill+1 – ChipKill with a failed pin on a second
DRAM chip. We see fault coverage of each code, i.e., In-
Model vs. Out-of-Model, where the reported data is for Out-
of-Model faults in cells with a gray background. Polymorphic
ECC supports all fault models as In-Model, while Unity ECC
is the second supporting ChipKill, SSC, and DEC. Bamboo
ECC covers only the ChipKill model due to its pin-aligned
symbols. Thus, Unity ECC and RS cover the SSC model,
while Bamboo ECC does not because in SSC, the codewords
may have errors originating from different chips, which will
corrupt more than four pin-aligned symbols of Bamboo ECC.

Based on the fault model coverage, we see that Polymorphic
ECC is the only code that corrects all errors. Other codes
correct only a subset of the fault models, e.g., Unity ECC
corrects ChipKill, SSC, and DEC, while Bamboo ECC
corrects only ChipKill errors. However, due to its iterative
nature, there is a non-zero chance that Polymorphic ECC will
have MAC collision in one of the iterations, leading to an SDC.
We analyze SDC rates in detail in Section VIII-C. However,
unlike other codes, Polymorphic ECC not only covers more
errors but also provides in-lined MACs for security, which is
especially important today with an increasing focus on security
and confidential computing [4], [11], [16], [25], [40], [52].

C. Analysis of Iterative Error Correction

Here, we study how long it takes to correct an error and
what is the chance of miscorrection. To do so, we created
105 random cachelines that were corrupted according to the
respective fault model. For each of the fault models, we
conservatively assume that every codeword has an error, e.g.,
for the SSC fault model, every codeword in the cacheline has
one symbol-error, corresponding to an average bit error rate
of ≈ 5× 10−2. The errors were fixed iteratively as described
in Section V-C, and summarized the results in Table V.
Latency. As shown in Figure 8, the iterative correction
latency is due to error correction attempts and consequent
recomputations of the MACs. Thus, we can separate the
latency into fixed and variable parts. The fixed cost, Tfix,
is due to the codeword decoding, generation, pruning, and
reordering of error candidates: Tfix = Tdec + Tpruning .
The variable part, Tvar, is due to the error candidate se-
lection, correction, and MAC verification repeated N times:
Tvar = N × (TITER_DRVR + TECG + TMAC) = N × Tvar,0.
Overall, for the N-iteration correction, the latency is T (N) =
Tfix+N×Tvar,0. Using hardware implementation results from
Section VIII-D, the total latency is Tcorr = 3.98+5.36×N ns.
For example, ChipKill has the shortest correction time,
requiring only one iteration, or 9.34 ns, shorter than the
reported correction times of Intel’s CPUs [14]. Polymorphic
ECC’s correction latency is also shorter than that of other
MAC-based ECC schemes. For example, CSI:Rowhammer has
an average correction time of five hours for an 8-bit error,
which is due to the use of parity to limit the search space,



TABLE V: Fault coverage and error correction performance of Polymorphic ECC and other codes.

Symbol Fault Polymorphic ECC Reed-Solomon Unity ECC [41] Bamboo ECC [42]
Size Modelα # Iters, Avg±Std SDC DUEβ SDC DUE SDC DUE SDC DUE

16b
ChipKill 1.30± 0.56 1.13× 10−18

N/A
0 0 0 0 0 0

SSC 468± 407 4.1× 10−16 0 0 0 0 0 0.999
DEC 1.64± 1.25 1.43× 10−18 0.2 0.98 0 0 0 0.999

8b

ChipKill 1 0

N/A

0 0 0 0 0 0
SSC 228± 493 2.1× 10−10 0 0 0 0 1.7× 10−5 0.998
DEC 554,132± 1,073,304 5.0× 10−7 0.024 0.976 0 0 2.5× 10−5 0.999
BF+BF 65± 108 5.89× 10−11 0.03 0.97 0.065 0.871 2.2× 10−5 0.999

ChipKill+1 4,464± 7,516 4.1× 10−9 0.03 0.97 0.062 0.813 2.4× 10−5 0.999
8b Rowhammer Patterns 2.52± 5.80 0 1.7× 10−4 4× 10−4 11.3× 10−3 0 2.5× 10−4 0 0

α: 80-bit codewords with symbol folding [21]. β: All errors are correctable. Out-of-Model Faults for respective codes.

which is prone to hide errors and thus needs more steps to
identify those, e.g., two-bit error within the same symbol [38].

While variable error correction latency is acceptable [14],
[75], it has to be small enough not to convert a benign error
into a denial-of-service event, e.g., Intel SGX processor lock-
down [24], [32], making workload migration due to a memory
failure, a common feature of deployments at scale [17], [28],
challenging. With Polymorphic ECC, correction latency can be
bounded in multiple ways. First, fault models with long correc-
tion latencies may be disabled without significantly impacting
error coverage, e.g., DEC, since BF+BF and ChipKill+1
cover most of the double-bit errors. In this case, the longest
correction latency would be 3.98+ 5.36× 4, 464 = 23.93 µs.
An alternative approach is to limit the number of error cor-
rection iterations to Nmax while supporting all possible fault
models, declaring DUE if MACs do not match after Nmax

iterations. For example, for the 8-bit symbol code, 99.73% of
the errors (3-sigma) are corrected within Nmax ≈ 3,000,000,
leading to T = 3.98 + 5.36 × 3,000,000 ≈ 16.1 ms, which
is comparable to correction latencies of some Intel CPUs
[14]. As a result, Polymorphic ECC can be tuned to various
deployment settings while providing better error coverage than
comparable codes.

Reliability. As we see from the table, Bamboo ECC has the
lowest SDC and highest DUE rates among RS-based codes
for Out-of-Model faults. This outcome is expected because
Bamboo ECC uses long codewords and large symbols, a
common technique to minimize SDC rates [36], resulting in
SDCs being converted into DUEs. For those fault models,
the 8-bit-symbol Polymorphic ECC has at least 100× lower
SDC rates than Bamboo ECC, while with 16-bit symbols,
Polymorphic ECC comes in second with extremely low SDC
rates of 1.43×10−18. Overall, except for the ChipKill fault
model, Polymorphic ECC is expected to have non-zero SDC
rates due to iterative correction.

However, in actual deployments, those rates may be even
lower. First, the SDC rates with Polymorphic ECC heavily
depend on the operational environment and bit error rate.
Figure 10 shows how the average error correction iteration
count behaves with an increase in the number of corrupted
codewords, a proxy metric we use for bit error rate. From
the figure, we see that both the number of iterations (gray
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Fig. 10: The average number of iterations it takes to correct
a DEC error (gray bars) and SDC rate (red line) vs. number
of corrupted codewords per cacheline (as a proxy to BER). Y
axis is in log scale.

bars) and the SDC rates (red line) grow exponentially with the
increase in error rates, i.e., the number of corrupted codewords
per cacheline (Y axis is in log scale). From the shown SDC
trend, we can estimate that with more realistic error rates,
SDC rates of Polymorphic ECC would be much lower than
presented in Table V, which assumes the conservative scenario
of eight corrupted codewords per cacheline.

Second, the ECCs available in commercial CPUs tend to
be deployed conservatively [21], [41], prioritizing detection
over correction, essentially choosing ChipKill over SSC.
Moreover, to minimize the chance for Out-of-Model errors,
datacenter operators proactively replace DIMMs [18], [48]
after a specific number of correctable errors, as few as 100,
as reported in [53]. In those settings, the chance of SDC with
Polymorphic ECC after 100 errors is 1 − (1− pSDC)

100
=

2.1 × 10−8 (or 4.4 × 10−16 for 16-bit symbol code), where
pSDC is the probability of SDC for one SSC error (see
Table V). Thus, Polymorphic ECC is a practical alternative
to the RS-based codes as it covers more Polymorphic ECC
errors and provides data integrity with up to 60-bit MAC at
the cost of very low SDC rates.

In addition, workloads deployed at scale already heavily
use software-based checksums for in-memory data for SDC
detection [6], indicating that hardware-software co-design pro-
cesses are not new, and a promising avenue for future work is
to explore the software co-design with Polymorphic ECC to
lower SDC rates even further. As a result, Polymorphic ECC
offers superior error coverage than the RS-based codes and



TABLE VI: Hardware Implementation Results, M = 2005

Circuit Latency, ns Area, µm2 Power, W
Encoder/Decoder 2.52 25,565 1.801

Qarma [5] 1.636 22,549 2.95
ITER_DRVR 0.96 548 0.001

PRUNER & REORDERER 1.46 3,857 0.003
ECG (10 symbols) 2.76 46,319 2.156

ERR_INT_GEN (Eq. 2) 2.2 5,906 0.189
Symbol Size Hint Storage, kB

8b DEC: 17 BF+BF: 259 ChipKill+1: 892
16b DEC: 143 - -

can further reduce the memory share of datacenter ownership
costs, which are already similar to those of CPUs [50], e.g.,
fewer DIMM replacements and related workload migrations,
lower SDC rates due to Out-of-Model faults, etc.

D. Hardware and Performance Overheads

Hardware Overheads. We implemented our circuits in Ver-
ilog (Qarma’s implementation was available online1), and
synthesized with OpenROAD open-source VLSI toolchain
[2], [3] with integrated NangateOpenCell 45nm open-source
standard cell library [66]. The results are summarized in
Table VI. As expected, the longest latencies are Qarma and
units that use modulo computation circuits, i.e., ECG (uses
ten ERR_INT_GEN in parallel), encoders, and decoders. The
iterative corrector and pruner with reordering have smaller
latencies and area overheads. However, similarly to MUSE
ECC [51], compared to other codes, Polymorphic ECC uses
significantly more area and longer latency mainly due to
its reliance on integer multipliers rather than CMOS-friendly
XOR operations. For example, the encoder of Polymorphic
ECC has a delay of eight full adders and one carry-look-ahead
adder. In contrast, Unity ECC has only 7 XOR gates, which
is significantly faster. Given the die sizes of modern CPUs,
extra hardware of the Polymorphic ECC is not expected to
cause a significant area or power increase. For example, ARM
devices already implement Qarma in hardware, while Intel
TDX implements a KECCAK-512-based MAC unit [76].
Storage of hints. However, some fault models require solving
Eq. 3, which, as formulated, needs hints, i.e., symbol locations
and one error integer. The last two rows in Table VI show
the storage overheads of the hints. It is not uncommon
to use syndrome storage for error correction; for example,
some AMD CPUs use 10kB syndrome tables [1]. We leave
alternative ways to derive the hints at runtime, e.g., feeding
all possible combinations of fault locations to ERR_INT_GEN
units to find error integers that solve Eq. 3 to future work.
Performance Overheads. We used 4.2 ns on the write path
to account for the codeword encoding and computation of the
MAC (see Table VI). We assume TDX-like baseline, where
MAC decoding is always enabled. Figure 11 shows the results
of the execution, normalized to a baseline without delayed
writes. On average, performance penalty is ≈ 1%, while some
workloads showing slowdown of ≈ 3% (e.g., deepsjeng and

1https://github.com/ammrat13/spring2022-cs3220-aos
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Fig. 11: Normalized slowdown due to the encoder and MAC
unit of Polymorphic ECC.

roms). This is expected as writes are rarely on critical path,
and extra latency is small compared to the modern systems’
memory latencies, which are in 100s of ns range [13].

E. Rowhammer Case Study

In the last row of Table V are the evaluation results of
all the codes on 94,892 cacheline-long rowhammer patterns
kindly provided to us by Venugopalan et al. [73]. All the codes
corrected most of the patterns, as only 1113 out of 94,892
have more than one corrupted symbol per codeword: 1091
with double-bit errors and 24 with three-bit errors. The Reed-
Solomon code performed the worst, with SDC and DUE rates
of 4 × 10−4 and 11.3 × 10−3, respectively, while Bamboo
ECC outperformed all other codes as it can correct up to
four symbols, while the most severe patterns had three bit-
flips. Polymorphic ECC came in second with 16 DUEs (all
due to random triple-bit errors), correcting eight more three-
bit patterns that Unity ECC could not (24 DUEs). The main
reason for the better performance of Polymorphic ECC is
correctable bounded fault model (BF+BF), which Unity ECC
does not support, as some of the three-bit patterns were aligned
with double bounded faults. From the latency perspective, on
average, Polymorphic ECC corrected a rowhammer-induced
error in 2.68 iterations (with std_dev=7.49), which is much
faster than the conservative estimates for BER of 0.05 in
Table V. If we assume that benign and intentional rowhammer
errors we evaluated here are similar, Polymorphic ECC may
significantly raise the cost of a rowhammer-based attack and
correct many benign rowhammers, while also offering data
integrity with MACs in the common case.

IX. RELATED WORK

Historically, ECC used for main memory is based on codes
that use mod 2 arithmetic, as those were simpler to build and
thus more reliable [30], [49]. With DRAM becoming more
popular and the introduction of the internet in the 90s, memory
reliability became a marketable feature as we started to use
computers differently [15]: e-commerce, client-server model,
etc. These changes required stronger ECC than SEC-DED.
Since then, the de facto standard error correction offered by the
vendors today is Single DRAM Device Correct (SDDC) ECC
[21], [27], [69]. Higher guarantees would require trading off
memory parallelism [27], [69] or proprietary memory modules
[27]. Unlike those schemes designed for a single fault model,

https://github.com/ammrat13/spring2022-cs3220-aos


Polymorphic ECC covers multiple fault models using standard
redundancy budgets at the cost of iterative error correction.

Academic SDDC schemes aim to exceed guarantees of
SDDC via different approaches, which include co-design with
DDR5’s on-die ECC (e.g., DUO ECC [23], XED [55], OBET
[56]), use clever codeword organizations (e.g., Bamboo ECC
[42], Multi ECC [36], LOT ECC [72], and others), or data
duplication and disaggregation (e.g., Dve [59]). Others co-
design ECC for selective data protection (Context-Aware Re-
siliency [63]), or security (MUSE ECC [51], AFT-ECC [68]).
IVEC [31], SYNERGY [62], ITSEP [70], and more recent
SafeGuard [20] and CSI:Rowhammer [38], use MACs for
detection, and error correction through search. However, unlike
Polymorphic ECC, those solutions either restrict the search
space and, thus, error coverage or require interaction with the
OS and have correction times for multi-bit errors in the order
of hours (CSI:Rowhammer). In contrast, Polymorphic ECC
does it faster and needs no software support.

Another avenue for reliability-security co-design is to com-
bine tagging for memory safety, data integrity and confiden-
tiality, and resiliency to memory errors. Two recent solu-
tions, Voodoo [45] and HashTag [44], both use MACs for
error detection while also allowing some storage to be used
for memory safety tags. The core component of Voodoo is
MAGIC [43], a novel MAC design that combines encryption,
authentication, and error correction. With MAGIC, Voodoo
can embed up to 36-bit tags per cacheline while correcting a
subset of ChipKill errors. Similarly, HashTag trades off re-
liability by reusing ECC storage for tags and MAC. As a result,
the errors are corrected through search guided by parity bits,
resulting in long correction times. Both of those techniques
offer weaker reliability guarantees than Polymorphic ECC as
they convert Out-of-Model errors to DUEs. Moreover, since
Polymorphic ECC is MAC-agnostic, it can support memory
tagging embedding in a MAGIC-like fashion; we leave the
study of such integration to future work.

ARCC [37] additively increases strength of ECC only
for memory regions that show more errors during memory
scrubbing. While ARCC uses standard ChipKill, Polymorphic
ECC can make the idea even more advantageous, as one can
use single ECC schemes for all the memory, while choosing a
better fault model when error rates rise. Similarly, ArchShield
[54] can assign stronger fault model for vulnerable words
instead of storing them in separate storage.

The ECC schemes for emerging technologies, like nvm-
based persistent main memory, must provide higher reliabil-
ity guarantees than DRAM-specific ECC because nvm-based
main memory allows data persistence during system reboot.
The power-off phase preserves the data and accumulates
errors, necessitating ECCs more errors than just ChipKill, e.g.,
[78] with multiple tiers of codes. Polymorphic ECC’s support
of multiple fault models may further improve those systems’
reliability. Moreover, Soteria [80], a reliability-security co-
design of nvm-based main memory, may benefit from Poly-
morphic ECC’s integrated MACs, to simplify its design.

Perhaps the closest in spirit scheme to Polymorphic ECC

is Unity ECC [41], which uses unused syndromes in the code
for double errors. However, Unity ECC’s error coverage is
limited by the number of unused syndromes and leaves no
space for MACs, resulting in a less secure system than one
with Polymorphic ECC.

X. CONCLUSION

This paper showed how Out-of-Model Faults affect systems’
availability and reliability with encrypted data. To mitigate
the effects of those faults, we presented Polymorphic ECC –
a novel ECC scheme with redundancy polymorphism, which
allows the same redundancy value to be used for multiple
fault models, resulting in more efficient storage utilization. We
showed that with Polymorphic ECC’s novel construction, the
search space for errors is much smaller than when parity-based
schemes are used due to fine-grained control of the redundancy
size while preserving symbol alignment to DRAMs. As a
result, traditional fault models, e.g., ChipKill, are corrected
in one iteration, compared to the parity-guided search that
needs orders of magnitude more trials. This feature is the core
strength of residue codes that differentiates it from schemes
based on Galois Fields. As a result, Polymorphic ECC corrects
more errors faster, making it highly practical.

In addition, we showed that Polymorphic ECC is highly
flexible, allowing embedding any MAC, which can be at least
40-bit long, thus providing better security and data integrity
than commercial systems while detecting almost any error.
To showcase its utility, we showed how Polymorphic ECC
corrects a series of a real-world rowhammer-induced errors,
which was possible due to its extended fault model coverage.

Looking forward, the expansive error coverage with Poly-
morphic ECC can enable precise studies of DRAM failures in
the field, such as recent efforts proposed for standardization
by the Open Compute Project (OCP) for Memory Fault Man-
agement Infrastructure (FMI) [60] across the vendors. With
Polymorphic ECC and OCP’s FMI, detected errors could be
classified with more precision than with the traditional codes,
which convert Out-Of-Model Faults into SDCs or DUEs,
hiding their true nature and scope. Overall, Polymorphic ECC
represents an exciting and novel advance for co-designing
secure and reliable systems with low overhead.
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APPENDIX

A. Abstract

This artifact contains the following three components
A) ECC Miscorrection Profiler: code to reproduce Table II.



B) SDC Profiler: code to reproduce the results in Table IV,
Table V, and Figure 7.

C) VLSI implementation: Verilog implementation of Poly-
morphic ECC to reproduce Table VI.

Artifacts are packaged with Docker, so they are easy to set up
and run.

B. Artifact check-list (meta-information)
• Algorithm: Source code implementing Algorithm 1 and 2
• Compilation: performed automatically within the docker con-

tainer.
• Run-time environment: Docker container.
• Hardware: x86 64-based system.
• Execution: No requirements.
• Metrics: printed out tables, figures as pdf files.
• Output: A text file per experiment with search configuration

supplied via command line, i.e., codeword and symbol lengths
in bits, redundancy budget in bits, etc., and a table with data.
Figures as pdf files.

• How much disk space is required (approximately)?: about
30-40 GB.

• How much time is needed to prepare workflow (approxi-
mately)?: few minutes for all artifacts.

• How much time is needed to complete experiments (approx-
imately)?: Few hours for artifact 1, 5-7 days for Artifact 2, and
about 20 minutes for Artifact 3. One specific configuration of
Artifact 2 is the bottleneck, others can be done in about a day
(depending on the CPU count).

• Publicly available?: Yes, archived via Zenodo.
• Code licenses (if publicly available)?: APACHE 2.0
• Workflow automation framework used?: Docker containers.
• Archived (provide DOI)?: https://doi.org/10.5281/zenodo.

13786095

C. Description

1) How to access: The artifact is licensed with Apache
2.0 license and can be downloaded from https://doi.org/10.
5281/zenodo.13786095. The artifact contains the source code,
installation instructions, and steps to run the experiments.

2) Hardware dependencies: The artifact was developed and
tested on x86 64-based system with Intel Core i7-8700 CPU.

3) Software dependencies: The artifact requires Docker
runtime.

D. Installation

Download and install docker daemon via https://docs.
docker.com/get-docker/. Each directory of the artifact has
Makefile that builds the container and produces the results,
i.e., tables and figures.

E. Experiment workflow

ECC Miscorrection Profiling In profiling directory,
reproduce Table II by running make missdata. The results
are saved to a file named Table-2.txt.
SDC Profiling In profiling directory, reproduce Table IV
and Table V by running make sdcdata. The results are
saved to files named Table-4.txt, Table-6.txt.
Aliasing Degree Trade-off In directory tradeoff-fig
ure, reproduce Figure 7 by running make figure. When

profiling is done, the figure will be in file Figure.pdf.
VLSI implementation The experiments are performed with
make hw. After all place-and-route runs are finished, a table
with the results will be printed to the console and saved to a
file named Table-5.txt.

F. Evaluation and expected results

At the end of the simulations, the content of all the files
should be close to those in the paper. A small variance is
expected as all the profilers rely on random number generators.

G. Notes

SDC Profiling. The SDC profiler is moderately fast except
for the ChipKill+1 and DEC models. Those take about a
week on a 96-core CPU for one million test cases, and can run
significantly faster while providing similar results with fewer
test cases.

H. Methodology

Submission, reviewing and badging methodology:
• https://www.acm.org/publications/policies/artifact-

review-and-badging-current
• https://cTuning.org/ae
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MAN - Homomorphically Encrypted MAchine Learning with ONnx
Models,” in Proceedings of the 2023 8th International Conference on
Machine Learning Technologies, ser. ICMLT ’23. New York, NY, USA:
Association for Computing Machinery, 2023, pp. 35–45.

[58] Oracle, “Hardware-assisted checking using Silicon Secured Mem-
ory (SSM),” https://docs.oracle.com/cd/E37069 01/html/E37085/gphwb.
html, 2015.

[59] A. Patil, V. Nagarajan, R. Balasubramonian, and N. Oswald, “Dvé: Im-
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